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We present a search system that works in a
paradigm we call Extractive Search, and which
allows rapid information seeking queries that are
aimed at extracting facts, rather than documents.
Versions of the system which facilitates queries
over the CORD-19 corpus (Wang et al., 2020) as
well as over a corpus of all PUBMED abstracts
is publicly available at https://allenai.github.
io/spike. The system is based on the following
components.
Expressive Query Languages Our system com-
bines three query modes: boolean, sequential and
syntactic, targeting different stages of the anal-
ysis process, and different extraction scenarios.
Boolean queries are the most standard, and look
for the existence of search terms, or groups of
search terms, in a sentence, regardless of their or-
der. These are very powerful for finding relevant
sentences, and for co-occurrence searches. Sequen-
tial queries focus on the order and distance between
terms. They are intuitive to specify and are very
effective where the text includes “anchor-words”
near the entity of interest. Lastly, syntactic queries
focus on the linguistic constructions that connect
the query words to each other. Syntactic queries
are powerful, and can work also where the concept
to be extracted does not have clear linear anchors.
To simplify their syntax and use we make use of
the specification-by-example interface introduced
in (Shlain et al., 2020).
Linguistic Information, Captures, and Ex-
pansions. Each of the three query types are
linguistically informed, and the user can condition
not only on the word forms, but also on their
lemmas, parts-of-speech tags, and identified entity
types. The user can also request to capture some of
the search terms, and to expand them to a linguistic
context. For example, in a boolean search query
looking for a sentence that contains the lemmas
“treat” and “treatment” (‘lemma=treat|treatment’),

a chemical name (‘entity=SIMPLE CHEMICAL’)
and the word “infection” (‘infection’), a user
can mark the chemical name and the word
“infection” as captures. This will yield a list
of chemical/infection pairs, together with the
sentence from which they originated, all of
which contain the words relating to treatments.
Capturing the word “infection” is not very useful
on its own: all matches result in the exact same
word. But, by expanding the captured word to its
surrounding linguistic environment, the captures
list will contain terms such as “PEDV infection”,
“acyclovir-resistant HSV infection” and “secondary
bacterial infection”. The snippet below shows
such an example query, and a couple of its results:

Running this query over PubMed allows us to
create a large and relatively focused list in just a
few seconds.
Sentence Focus, Contextual Restrictions. As
our system is intended for extraction of informa-
tion, it works at the sentence level. However, each
sentence is situated in a context, and we allow sec-
ondary queries to condition on that context, for
example by looking for sentences that appear in
paragraphs that contain certain words, or which ap-
pear in papers with certain words in their titles, in
papers with specific MeSH terms, in papers whose
abstracts include specific terms, etc.
Interactive Speed. Central to the approach is an
indexed solution, based on (Valenzuela-Escárcega
et al., 2020), that allows to perform all types of
queries efficiently over very large corpora, while
getting results almost immediately. This allows
users to interactively refine their queries and im-
prove them based on the feedback from the results.
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